Impact of preprocessing on automatic text classification using supervised learning and reuters 21578
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Resumen: Ante la creciente generación de datos digitales, surgen retos en su gestión y categorización. Este estudio enfatiza en la clasificación automática de textos, poniendo especial énfasis en el impacto del preprocesamiento. Al emplear el conjunto de datos Reuters 21578 y aplicar algoritmos de aprendizaje supervisado como Random Forest, k-Vecinos Más Cercanos y Naïve Bayes, se analizó cómo técnicas como la tokenización y eliminación de palabras vacías influencian la precisión clasificatoria. Los hallazgos resaltan el valor agregado del preprocesamiento, destacando a "Random Forest" como el algoritmo óptimo, alcanzando una precisión del 92.2%. Este trabajo ilustra la potencialidad de combinar técnicas de preprocesamiento y algoritmos para mejorar la categorización de textos en la era digital.
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1. INTRODUCTION

Every second, everyone connected to the internet generates a vast amount of information in digital formats such as image, audio, video, and text. An inevitable question arises: what to do with all this volume of information? Faced with this reality, companies from various sectors are compelled to develop tools to analyze and manage such information.

In the field of communication, for example, news agencies need to appropriately categorize their content, assigning it to sections such as sports, economy, politics, or entertainment [1]. In turn, readers wish to filter or find news focused on specific topics or characteristics, aiming to streamline the process and access information of interest quickly. However, manually labeling these contents requires considerable human effort and time. Here is where contemporary technology becomes relevant, driving the development of tools and programs that, through artificial intelligence, automate this process [2], [3], [4], [5], [6].

Thus, automatic text classification systems emerge, created to emulate the human task of categorization. To develop a program that automatically classifies textual documents, one approach is to have a set of already labeled data and use supervised machine learning algorithms [7]. During the training process, these algorithms learn the distinctive features associated with each category based on the provided data. Thus, once the model is trained, when an unexamined document is introduced, the system has the capability to classify it with a significant degree of accuracy. The implementation of this training process encompasses various stages, including data selection, preprocessing, choosing relevant features, the training itself, and, finally, evaluating the obtained results [8].

This study conducts a comparative analysis with the objective of observing the impact of various preprocessing techniques on automatic text classification. These techniques include tokenization, conversion to lowercase, removal of low-frequency words, as well as the elimination of stop words, numbers, punctuation marks, and special characters. It aims to understand how these techniques affect precision metrics, the F score. To achieve this purpose, the Reuters 21578 dataset is used, and three supervised learning algorithms are implemented: Random Forest, k-Nearest Neighbors (k-NN), and Naïve Bayes.

2. STATE OF THE ART

Supervised learning has established itself as a key technique in text mining and automatic classification. The ability to process and categorize large volumes of data in real-time and efficiently is essential in the current era of digital information.

Zdrojewska in [9] delved into the world of reinforcement algorithms, highlighting the superiority of boosting algorithms over other traditional methods. Her research with the Reuters dataset shows that the evolution and improvement of classification techniques are a constant need. By transforming documents into vectors using TF-IDF weighting and utilizing specialized libraries like Scikit-learn, it is possible to achieve results that surpass previous studies.

On the other hand, [10] faced the challenge of categorizing texts in the Lao language, a linguistic domain with limited resources. Through the optimization of the KNN algorithm and the application of normalization techniques, they achieved a considerable accuracy of 69.2%. This research underscores the importance of adapting and optimizing supervised learning techniques for different languages and cultural contexts.

In [11], analyzing extensive volumes of unstructured text highlighted the invaluable information that textual data can provide, especially in business decision-making and in preventing unwanted emails. The need for automation is palpable, and this is where Natural Language Processing (NLP) takes center stage.

Similarly, [12] research emphasizes the significance of supervised machine learning in text categorization. The evolution from manual categorization to the use of advanced algorithms like Naïve Bayes and SVM shows the rapid progress and adaptability of supervised learning.

In conclusion, these studies demonstrate the growing importance of supervised learning in automatic text classification. The ability of these techniques to adapt, evolve, and offer precise results in different contexts and languages reinforces their relevance in the field of text mining and natural language processing.
3. STAGES IN AUTOMATIC TEXT CLASSIFICATION

Automatic text classification involves analyzing and grouping text documents based on their features and content. It consists of several stages, outlined as follows:

3.1. Data Set

Refers to the initial group of documents to be classified. In supervised learning, it is crucial that these documents are properly labeled. This labeling facilitates the algorithm's task, allowing it to learn and distinguish the different classification categories.

For this study, the "Reuters 21578" dataset [13] is employed. This is a standardized collection of texts, widely used in classification tests, comprising files containing news reports and articles from the Reuters news agency.

3.2. Preprocessing

Preprocessing is an essential stage in automatic text classification. Its purpose is to prepare and structure the information, simplifying the text to facilitate later tasks, such as training machine learning algorithms [14]. This process makes the patterns and relevant features of each category more prominent, resulting in more coherent, interpretable, and manageable text for the algorithms. During this stage, a "Baseline" or reference point is established, allowing for the comparison of results obtained in different studied scenarios [8].

Preprocessing techniques used in this study include:

3.2.1. Baseline Selection

This technique involves preparing the data for the study. It includes extracting text from each file based on specific characteristics related to the intended classification [15].

3.2.2. Tokenization

This technique involves dividing text into smaller units called "tokens". Although these tokens are commonly words, they can also be phrases, sentences, or symbols. Tokenization simplifies and structures the text, facilitating its subsequent processing and analysis.

3.2.3. Conversion to Lowercase

This technique refers to the process of transforming all the letters in a text to lowercase. The main goal is to homogenize the text to avoid duplications and reduce variability, eliminating differences caused using uppercase and lowercase letters. For instance, the words "Book", "BOOK", and "book" would be treated as different entities without this conversion. By converting everything to lowercase, it ensures that the words are recognized and processed as the same entity, facilitating subsequent classification tasks.

3.2.4 Removal of Stop Words

This technique involves removing "stop words" or words that, despite being common in a language, lack intrinsic critical meaning. By discarding these terms, noise in the text is minimized, allowing algorithms to focus on semantically more relevant words. This facilitates the analysis and improves the acquisition and understanding of the information.

3.2.5. Removal of Punctuation Marks, Numbers, and Special Characters

During text processing, elements such as punctuation marks, numbers, and special characters, while crucial for human interpretation, can be superfluous or problematic for algorithmic analyses. Removing them purifies the text, minimizing ambiguities and potential confusions in its automatic interpretation. This cleaning process allows algorithms to focus their attention on the core of the content: the words and their contextual meaning.

3.2.6. Elimination of Low-Frequency Words by Category

This technique focuses on omitting terms that appear rarely in each category. By dispensing with them, a more refined data representation is achieved, optimizing the focus of machine learning algorithms on the most significant and predominant features of the category.

3.3. Supervised Learning Algorithms

These algorithms are part of machine learning and function by interpreting relationships in labeled datasets [5], [12], [16]. The training requires supplying the algorithm with a set where each sample is linked to a specific label or class. Once the model is optimized, it can predict labels for new
samples based on the previously identified structures and relationships.

In this study, the following supervised learning algorithms are used: k-Nearest Neighbors (k-NN), Random Forest (RF), and Naïve Bayes (NB).

3.3.1. k-Nearest Neighbors (k-NN):

This algorithm is one of the most basic and essential in supervised learning. It operates under a simple concept: similarity. By introducing a new instance for classification, k-NN searches the training set for the 'k' samples closest to that instance and subsequently assigns the new instance the predominant label among those neighbors. The value of 'k' is crucial for the algorithm's performance: a small 'k' can result in a model susceptible to noise, while a large 'k' can lead to more generalized decisions. Although k-NN is efficient for datasets with low dimensionality, its performance tends to decrease in high-dimensional spaces. [17]

3.3.2. Random Forest (RF)

Is an ensemble learning algorithm using the “bagging” approach, it generates multiple decision trees during training and, when receiving an input, offers a classification based on the mode or an average prediction of these trees, Random Forest addresses the challenge of high data dimensionality by randomly selecting subsets of features for each tree, encouraging diversity, and reducing overfitting. When classifying a new text, each tree in the ensemble contributes its classification, and the final decision is made through a majority vote among all [18], [19]

3.3.3. Naïve Bayes (NB)

Is an algorithm based on Bayes' theorem, known for its robustness and efficiency in classification text. It operates by estimating the probability that a document belongs to a certain category, based on the presence or absence of specific terms in the document. To determine these probabilities, it relies on already labeled training data. This algorithm is commonly used in conjunction with representations like "bag of words" or TF-IDF. In [20] these models, each term or word in the document is turned into a unique feature, enabling the algorithm to discern and categorize texts based on both the semantic content and the frequency of certain terms.

3.4. Experimental Scenarios

Refer to the specific configurations or parameters under which algorithms are trained and evaluated. They include aspects such as the preprocessing techniques applied and strategies for partitioning the dataset, like dividing between training and validation data. The purpose of defining multiple experimental scenarios is to examine each algorithm's performance under different conditions and thereby identify the most effective strategy for the problem at hand. These scenarios enable a systematic comparison of the algorithms, facilitating the identification of inherent advantages and disadvantages of each method in relation to the specific classification problem.

3.5. Evaluation Metrics

In [21] Described as tools to quantify the effectiveness and performance of models and algorithms in machine learning. They provide an objective perspective on a model's capability, assessing its accuracy, reliability, and adaptability to real-world contexts. Using them for validation ensures the precision of predictions and the accuracy of obtained results. The metrics used in this study include precision, recall, and F score.

3.5.1. Precision

t is a metric commonly used in classification tasks to evaluate the quality of predictions. It measures the proportion of cases that the model classified into a category and that belong to it.

It is defined as:

$$\text{Precision} = \frac{VP}{VP + FP}$$  \hspace{1cm} (1)

Where:

VP: True Positives, correspond to the cases that the model classifies into a category and that truly belong to it.
FP: False Positives, correspond to the cases that the model classifies into a category, but, do not belong to it.

3.5.2. Recall (Sensibilidad)

It is a metric that measures the proportion of true positives correctly identified in relation to the total number of actual positive cases. In other words, it indicates what percentage of the real positives was detected by the model. It is mathematically defined as:
Recall = \frac{VP}{VP + FN} \tag{2}

Where:

FN: False Negatives, correspond to the cases of a category that the model classifies into another category.

3.5.3. score- F1

Also known as F1-score, it is a measure that combines precision and recall into a single number. It is particularly useful when one wants to balance these two aspects in problems where one may be more relevant than the other. The F1-score is calculated as the harmonic mean between Precision and Recall, providing a balance between precision and recall. It is mathematically defined as:

\[ F1\text{-score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{3} \]

4. METHODOLOGY

Within the framework of this research, experiments were conducted using various preprocessing techniques to analyze their influence on evaluation metrics: Precision, Recall, and F1-score. For classification, three algorithms were used: Random Forest, Naïve Bayes, and K Nearest Neighbors, utilizing the Reuters-21578 Corpus as a foundation. The adopted methodology is structured in four essential phases, which are illustrated in Fig. 1. and are described in detail below.

4.1. Data Selection

Within the context of this study, a balanced dataset was generated from articles belonging to specific categories of the Reuters 21578 collection. To achieve this, a detailed filtering of the Reuters 21578 set was carried out. Initially, a distinction was made between labeled and unlabeled documents, resulting in 11,367 labeled documents distributed across 120 categories. Of these, only 10 have more than 100 documents, as shown in Table 1.

From these 10, five categories were randomly selected: Coffee, Crude, Earn, Gold, and Sugar. Subsequently, 80 documents were randomly extracted from each category, leading to a balanced dataset.

<table>
<thead>
<tr>
<th>Category</th>
<th># Documents per Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>earn</td>
<td>3735</td>
</tr>
<tr>
<td>acq</td>
<td>2125</td>
</tr>
<tr>
<td>crude</td>
<td>355</td>
</tr>
<tr>
<td>trade</td>
<td>333</td>
</tr>
<tr>
<td>money</td>
<td>259</td>
</tr>
<tr>
<td>interest</td>
<td>211</td>
</tr>
<tr>
<td>ship</td>
<td>156</td>
</tr>
<tr>
<td>sugar</td>
<td>135</td>
</tr>
<tr>
<td>coffee</td>
<td>114</td>
</tr>
<tr>
<td>gold</td>
<td>100</td>
</tr>
</tbody>
</table>

Source: Own elaboration.

Table 2 presents the set consisting of 5 categories and a total of 400 documents.

<table>
<thead>
<tr>
<th>Category</th>
<th># Documents per Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coffee</td>
<td>80</td>
</tr>
<tr>
<td>Crude</td>
<td>80</td>
</tr>
<tr>
<td>Earn</td>
<td>80</td>
</tr>
<tr>
<td>Gold</td>
<td>80</td>
</tr>
<tr>
<td>Sugar</td>
<td>80</td>
</tr>
</tbody>
</table>

\[ \sum = 400 \]

Source: Own elaboration.
4.2. Preprocessing

Preprocessing involves a series of techniques aimed at cleaning, preparing, and transforming raw text into a format more suitable for the subsequent classification process. The preprocessing techniques used in this study are shown in Table 3.

<table>
<thead>
<tr>
<th>#</th>
<th>Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Tokenization.</td>
</tr>
<tr>
<td>II</td>
<td>Conversion to lowercase.</td>
</tr>
<tr>
<td>III</td>
<td>Removal of stop words, punctuation marks, and numbers.</td>
</tr>
<tr>
<td>IV</td>
<td>Removal of words with a frequency of one.</td>
</tr>
</tbody>
</table>

Source: Own elaboration.

The techniques detailed in Table 3 form the basis for establishing the experimental scenarios of this study. These scenarios are configured through combinations of said techniques, as illustrated in Fig. 2.

Scenario 4 (Esc.4): Tokenization, conversion to lowercase, removal of stop words, punctuation marks, numbers, and words with a frequency of appearance of one.

4.3. Processing

During processing, each algorithm is trained according to different scenarios, following the structure outlined in Figure 3.

The data undergo a preprocessing stage following the specific configuration of techniques inherent to each scenario. Once the information is preprocessed, it is processed using supervised learning algorithms: k-Nearest Neighbors (k-NN), Random Forest (RF), and Naïve Bayes (NB). Finally, the results are presented in terms of metrics: Precision, recall, and F1 score, corresponding to each case.

5. RESULTS

The experimental scenarios detailed in Fig. 2 are as follows:

Scenario 1 (Esc.1): Tokenization of the data.

Scenario 2 (Esc.2): Tokenization of the data and conversion of words to lowercase.

Scenario 3 (Esc.3): Tokenization of the data, conversion of words to lowercase, and removal of stop words, punctuation marks, and numbers.
6. DISCUSSION

Figure 4 displays the precision achieved in each scenario for the different classification algorithms.

For the k-Nearest Neighbors algorithm, a precision of 76% is attained in scenario 1, whereas a precision of 87% is recorded in scenario 4. This indicates that preprocessing techniques increase the precision metric by 11%.

In the case of the Random Forest algorithm, precision is 83% in scenario 1 and rises to 92% in scenario 4, reflecting an improvement of 11% after applying the preprocessing techniques.

Lastly, with the Naïve Bayes algorithm, a precision of 82% is observed in scenario 1 and 85% in scenario 4, representing a 3% improvement due to preprocessing techniques.

Figures 5 and 6 present the results of the evaluation metrics, Recall and F1 score, respectively, for each scenario and classification algorithm.

It is noteworthy that the Naïve Bayes algorithm shows the lowest values in both metrics and does not appear to be significantly affected by preprocessing techniques. On the other hand, in the Random Forest and k-Nearest Neighbors algorithms, preprocessing techniques do seem to have a positive impact on the metrics. Specifically, in Random Forest, there is a 9% increase, while in k-Nearest Neighbors, the increase is 7%.

Figure 7 illustrates the precision of each algorithm per scenario. Initially, the "k-Nearest Neighbors" algorithm shows the lowest precision, while "Random Forest" stands out with the best performance. With the progressive application of preprocessing techniques, a positive effect on the precision of the algorithms is evident. After completing preprocessing, "Random Forest" leads with a precision of 92.2%. In contrast, the "Naïve Bayes" algorithm reports the lowest performance, although still with a respectable 84.8% precision. It is worth mentioning that these percentages are quite satisfactory for automatic text classification.

In all algorithms employed, an improvement in precision is recorded, showing an upward trend in this metric.

7. CONCLUSIONS

Preprocessing techniques have proven to be fundamental in improving the accuracy of automatic text classification. Their systematic application led to significant improvements in evaluation metrics, particularly precision.

Among the evaluated algorithms, "Random Forest" stood out with the highest precision, reaching 92.2%. Although "Naïve Bayes" had the lowest performance, it still achieved a respectable 84.8%, demonstrating that, in this context, all selected algorithms are suitable for the task.
As future work, it would be beneficial to explore other advanced preprocessing techniques or consider the inclusion of unsupervised or more recent classification algorithms to evaluate if they can outperform the current performance.
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